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1. Overview

A canonical form of a linear transformation is a matrix representation in a basis chosen to
make that representation simple in form. The most common canonical form is a diagonal
matrix. In this section of the course, we explore canonical forms with three main types of
results:

1. For real symmetric or complex Hermitian matrices, we show that these are always di-
agonalizable; i.e., there exists a basis wrt which the matrix representation is diagonal.

2. For general linear transformations, we show that it is diagonalizable if and only if its
minimal polynomial is a product of distinct linear factors.

3. For any linear transformation for which the characteristic polynomial factors com-
pletely (this is all linear transformations if the field is C), there is a matrix represen-
tation in Jordan canonical form.

Most of this will be shown directly in class, assuming the standard facts about real and
complex numbers and solution and factoring of polynomials. The Cayley-Hamilton theorem
is given without proof, as this would be too extensive.

2. Eigenvalues and Eigenvectors

Let T' € L(V). If Tz = Az for some z € V', we say that \ is an eigenvalue with associated
eigenvector z. If A\ is an eigenvalue of T, then the eigenspace associated with A is {z €
V|Tz = Az}.

The following is an immediate consequence of the definitions.

Theorem 1 Suppose T € L(V), with V finite dimensional. Then the following are equiv-
alent:

1. X is an eigenvalue of T'.



2. T — M is singular and therefore not invertible.
3. |T—X|=0.

If w is a scalar variable, then |T'— u!| is a polynomial of degree n in u called the charac-
teristic polynomial. It’s roots are exactly the eigenvalues according to the theorem above.
Next, we show that the characteristic polynomial is independent of the basis representation.

Lemma 1 Let T € L(V), V finite dimensional, and let A be a matriz representation of T
in a particular basis. If P is a basis transformation, then a point x in the old basis is Px
in the new basis, and T has matriz representation B = P~YAP in the new basis. Then

|B—ulI| = |P7'AP —ul|
= |P71AP —uP 7P|
= |P7YA—ul)P|
= [PH[(A—wuD)||P|
= |(A—ul)

since |[P~Y = |P|~L.

A linear transformation T is diagonalizable if there exists a basis wrt which the matrix
representation of T is diagonal, or, equivalently, if there is a basis of the whole vector space
consisting of eigenvectors of T'. If T has a diagonal representation, and Aj, Ag,..., Ay are
the distinct eigenvalues, then 7’s matrix representation consists of k diagonal blocks, of
which the ith block is the diagonal matrix A;l4, x4, and the characteristic polynomial of T’
is (u— A)%(u— Xg)® - (u — \g)%. For diagonalizable transformations, the dimension of
the eigenspace of \; is d;.

Lemma 2 If T € L(V), V finite dimensional of dimension n, and if T has n distinct
etgenvalues, then T is diagonalizable.

PROOF. Let (A1,z1), (A2, 22),...,(An,zy) be the distinct eigenvalues and an associated
eigenvector for each. We show that {z1,zs,...,z,} is a linearly independent set. Then this
must be a basis of V since the space spanned by them is of dimension n and must therefore
be the whole space.

Suppose, on the contrary, that

n
Zaixi =0 (2.1)
=1

for some set of constants a; not all zero. Without loss of generality, let a; # 0 Applying T'

to (2.1), we get
n
Z ai)\ixi =0
i=1



so that

= Z ai(An — Ni)z;

We can then apply T' again, multiplying by A,_1 and subtracting, and continue the process
to obtain
a1(An — M) A1 = A1) - (A2 = A1) =0

Since all the eigenvalues are distinct by hypothesis, this means that a; = 0, a contradiction.
Thus, the z; are linearly independent. [

3. Symmetric and Hermitian matrices

A symmetric matrix A is one in which AT = A. A Hermitian matrix A has A* = A,
where A* is the transpose complex conjugate of A. An orthogonal matrix A is one in which
AT A =T and a unitary matrix A is one in which A*A = I.

Lemma 3 All eigenvalues of a symmetric or Hermitian matriz are real.

PROOF. Let A be an eigenvalue of a Hermitian matrix A and let x be the associated
eigenvector. Then Az = Az, so multiplying by z* on the left we obtain x*Ax = Ax*zx.
Taking the adjoint of both sides of the equation defining the eigenvalues, we obtain z*A* =
\z*, yielding 2*A*z = Az*z by multiplying by = on the right. Since A* = A, this implies
that Az*z = Az*z. Since z*2 cannot be zero for nonzero z, this implies A = A, so that X is
real. The proof for symmetric matrices is the same []

Lemma 4 Figenvectors corresponding to distinct eigenvalues of a real symmetric or Her-
mitian matrix are orthogonal.

PROOF. Suppose that (A1, z1) and (A2, z2) are eigenvalue/eigenvector pairs for a Hermitian
matrix A, and suppose that A\; # A2. Then Az; = A\jx; and so 25 Ax; = A\jxsz; (multiplying
on the left by z3). Also, Azg = Aaxa, so z5A* = z5A = Ao} (using the definition of
Hermitian and the previous lemma), and thus z3Ax; = Agzix; (multiplying on the right
by x1). This in turn implies that \jz5z; = Agzizy . Since A; # Ao, x3x; = 0; that is, the
two vectors are orthogonal. The proof for symmetric matrices is the same. []

Theorem 2 Let A be a Hermitian (real symmetric) matriz. Then A is diagonalizable, and
the basis transformation matriz P can be chosen to be unitary (orthogonal).



PrROOF. Let A be Hermitian and let (A1, z1) be an eigenvalue/eigenvector pair. Construct
an orthonormal basis of V' consisting of y1 = z1/||x1]|, y2, - .., Yn. The basis transformation
into this new coordinate system has a matrix P satisfying P*P = I because the new basis
is orthonormal. Let B be the matrix in the new coordinate system, so that B = P*AP.
Note that B is still Hermitian because B* = (P*AP)* = P*A*P = P*AP = B. Also,
B has the same eigenvalues as A since it has the same characteristic polynomial, and
y1 is an eigenvector because y; in the new coordinate system is P*x1/||z1|| and By, =
P*APP*zi/||z1|| = P*Axi/||z1|| = MP*x1/||z1]|] = Myi. The fact that Ay; = Ay,
implies that the matrix representation of the linear transformation in the new basis has a
first column consisting of (A1,0,...,0)". This is so because we know that the vector with
coordinates (1,0,...,0) is mapped into (A1,0,...,0). Now consider a basis vector y; with
i # 1. By, € V,so By; = cy1 + 1, where § is a linear combination of 2, y3,..., ¥y, and is
therefore orthogonal to y;. Now

1By = cyiyi + 10
= C.

However, y7 B = A\yj so y]By; = Myjy; = 0. Thus, ¢ = 0. This means that B has a first
row in which all the off-diagonal elements are zero and is of the form

(M0
(3 ¢)

Here C is a Hermitian (real symmetric) matrix of degree n — 1 since
s (M 0N /X 0N L (MO
w-(5 o) (5 e)-m-(% ¢)
so that C* = C.

We now finish the proof by induction on the dimension n. For n = 1, the result is obvious
since 1 x 1 matrices are trivially diagonal. If the result is true for Hermitian matrices of
dimension n — 1, then there is a unitary matrix @) such that Q*C'Q is diagonal. This implies
that B is diagonalized by the unitary matrix

(o)

4. A Criterion for General Diagonalizability

In this section, we derive a criterion for diagonalizability based on the minimal polynomial,
which is related to the characteristic polynomial. Consider a diagonal matrix A with distinct



eigenvalues A1, As,..., Ap. Then as previously observed, A is of the form

M1 0 0
0 Aoly - 0
A= .
: : . 0
0 0 s Al

where I; is a d; X d; identity matrix. This means that the characteristic polynomial of
Aids p(u) = (u— )% (u— A)?% - (u — M\)%™. Now A — A\iI has the first d; diagonal
entries equal to zero, (A — A2l) has the next dy entries equal to zero, so that the matrix
(A= XMI)(A—XI)---(A— M) = 0, the matrix of all zeroes. Possible a lower degree
polynomial may serve as well, because if one of the eigenvalues, say A, is zero, then one
may omit that factor and the resulting polynomial in A is still the zero polynomial. Thus,
for any diagonal matrix A, there is a polynomial p(u) of degree k < n which is a product
of distinct linear factors and which when A is substituted in for the variable produces a
zero linear transformation. Note also, that this polynomial has the same factors as the
characteristic polynomial (or possibly one fewer), but in any case divides the characteristic
polynomial. The rest of the section is spent showing that this condition is sufficient as well
as necessary. To do this, we will need to take a short detour in the study of polynomial
ideals.

4.1. Polynomial Ideals

The set of polynomials P is a vector space, and in fact is a commutative algebra with
ordinary multiplication of polynomials as the algebra’s multiplication. A polynomial ideal
is a subspace F C P which is closed under multiplication by polynomials; that is, whenever
f e F,and p € P, then fp € F. If f € F, the principal ideal generated by f, denoted
(f), is the smallest polynomial ideal containing f. It consists of all polynomials with f as
a factor. As it turns out, the principal ideals are all polynomial ideals:

Lemma 5 Let F C P be a polynomial ideal. Then there exists a monic (leading coefficient
1) polynomial f with F = (f).

PRrROOF. Let f be a nonzero polynomial in F of smallest degree, and wlog let f be monic.
We show that F = (f). Let g € F. It is sufficient to show that f divides g. By polynomial
division with remainders, we can write g = fq + r, where deg(r) < deg(f). But by hypoth-
esis, g € F, and fq € F because F is a polynomial ideal, so r € F since F is a vector
subspace of P. But f is by choice a polynomial in F of lowest degree possible for nonzero
polynomials, so r = 0, and g is therefore a multiple of f. [

4.2. Cyclic Subspaces and Annihilating Polynomials

Consider T' € L(V), V of finite dimension n, and let x € V. Consider the sequence of
images of x consisting of x, Tz, T?z, ...and consider the sequence of subspaces Vo = (z),



Vi = (z,Tx), Vo = (z,Tx,T?z), .... At some point, the sequence of subspaces must stop
increasing in size, since the dimension increases by 1 at each step if the size increases, and
the dimension is limited to n. Thus, at some point 7%z € Vj,_1, so

Thy = —cox — 1Tz — eoT?x — - — ck_lTk_lw

so p(T)x = 0 for the polynomial p(u) = co + c1u + - - - + cp_1uF =1 +u*.

Now this is for a specific vector x, but we can also look at polynomials in T" that are zero
for every x. First, there must be at least one of degree at most n x n, since I,T,T2, ..., ™
cannot be linearly independent, since R™*" is of dimension n? and the set of powers of T has
n2+1 members. Thus there is some linear combination ¢l +c;T +coT? +- - -+ Cp2 ™ = 0.
Thus the polynomial p(u) = o + c1u+ cau + - - - + ¢p2u™ has p(T) = 0. Such a polynomial
is said to annihilate T'. Now consider the set Ar C P of polynomials that annihilate a fixed
polynomial T'. The set is non-empty, and is a vector subspace since 0+0 = 0 and the 0 linear
transformation times any scalar is also zero. Furthermore, it is a polynomial ideal, since
if p(T') = 0, then also p(T)q(T") = 0 for any polynomial g. Thus, it must be the principal
ideal generated by a unique monic polynomial m(u), called the minimal polynomial.

Lemma 6 Let m(u) be the minimal polynomial of a linear transformation T and let \ be
an eigenvalue of T. Then m(\) = 0. Conversely, if m(c) = 0, then c is an eigenvalue of T

PRrROOF. First, suppose that A is an eigenvalue of T. Then Tx = Az, so 0 = m(T)x = m(\)zx,
so m(A) = 0. Conversely, if m(c) = 0, then m(u) = (u — ¢)g(u) and ¢(T") # 0, since q is
of lower degree than the minimal polynomial u. Let x be such that y = ¢(T)z # 0. Then
0=m(T)x = (T —cl)q(T)x = (T — cl)y, so c is an eigenvalue of T. []

The last result means that the minimal polynomial and the characteristic polynomial
have the same linear factors. Furthermore, if T' is diagonalizable, then the minimal polyno-
mial for 7' must be exactly the product of (u — A;) for all non-zero distinct eigenvalues ;.
We state the following without proof.

Theorem 3 (Cayley-Hamilton) Let p be the characteristic polynomial for T € L(V), V
finite dimensional. Then p(T') = 0.

This implies that the minimal polynomial must divide the characteristic polynomial. We
now show that T is diagonalizable if and only if the minimal polynomial for 7" is a product
of distinct linear factors.

Lemma 7 LetT € L(V), V of finite dimension n, and let m(u) be the minimal polynomial
of T, Suppose that m(u) = (u —c1)™ (u —c2)™---(u —cg)™ . Let W CV, W #V, and
suppose that W is invariant under T, meaning that if w € W, then Tw € W. Then there
exists y € V with y ¢ W and some eigenvalue X\ of T such that (T — X))y € W.

PrOOF. Fix x € V' \ W and consider the set F of polynomials p(u) such that p(T)z € W.
The minimal polynomial m(u) is in F, so the set is non-empty. Also, we can show that F



is a polynomial ideal. First, it is clearly a vector space. Next, if p € F and ¢ € P then
p(T)x € W because p € F, and ¢(T)[p(T)z] € W because W is invariant under 7', and thus
pq € F. Since F is a polynomial ideal, it must be the principal ideal generated by some
monic polynomial g. Since m € F, g|m, so g(u) = (u — ¢1)' (u — ¢2)? - - - (u — ¢)*, with
e; < r;. For at least one ¢, we must have e; > 0 since g # 1, say e;. Then g(u) = (u—c;)h(u)
and h(u) ¢ F because g is a polynomial of minimal degree in F. Now let y = h(T)z ¢ W.
We have (T'— ¢;I)y = (T — ¢j)h(T)x = g(T)xz € W, as required. [

Theorem 4 Let T € L(V) with V of finite dimension n. Then T is diagonalizable if
and only if the minimal polynomial for T is a product of distinct linear factors m(u) =
(u—A1)(u—A2) - (u— Ag), where the \; are the distinct eigenvalues of T

We have already shown that if T" is diagonalizable, then the minimal polynomial of T is of
the required form. Now we show the converse. Suppose that the minimal polynomial of T is
of the required form. If V' is spanned by eigenvectors of T', then 7" has a basis of eigenvectors,
and is thus diagonal in that basis. So suppose that the subspace spanned by the eigenvectors
is W, a proper subspace of V. W is invariant under 7" since any eigenvector of T' is taken onto
another eigenvector with the same eigenvalue. Then, by the previous lemma, there exists a
vector z € V'\ W and an eigenvalue \; of T' such that y = (T'— A\;jI)x € W. By hypothesis,
m(u) = (u—Aj)q(u) with ¢(A;) # 0. The polynomial g(u) —g(A;) has a zero at \;, so factors
as q(u) — q(A\j) = (u — Aj)h(u). Now ¢(T)x — q(A\j)x = h(T)(T — N\jI)xz = h(T)y € W. But
0=m(T)x = (T — X\jI)q(T)z, so ¢(T)z is an eigenvector and thus lies in W. Thus ¢(\;)z
must also lie in W, which is a contradiction since ¢(A;) #0. [

5. Jordan Canonical Form
We give the following result without proof.

Theorem 5 Let T € L(V), with V of finite dimension n. Suppose that the characteristic
polynomial of T factors completely as (u— A1) (u—A2)%2 - -+ (u—Ap)%. Then there exists a
basis wrt which the matriz representation A of T has the following form: A is block diagonal
with blocks Ay, As,...,Ar. Each block corresponds to one eigenvalue and is in turn block
diagonal with blocks B;1, Bya,..., Bin,. Each of the B;j has a diagonal consisting of the
etgenvalue \;, has 1 on each entry directly below the diagonal, and has zeroes elsewhere.
There 1is exactly one eigenvector corresponding to each Bi;;.



