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Bias as a threat to the validity of
cancer molecular-marker research

David F. Ransohoff

Abstract | Claims that molecular markers
can accurately diagnose cancer have
recently been disputed; some prominent
results have not been reproduced and
bias has been proposed to explain the
original observations. As new ‘-omics’
fields are explored to assess molecular
markers for cancer, bias will increasingly
be recognized as the most important
‘threat to validity’ that must be addressed
in the design, conduct and interpretation
of such research.

Finding a non-invasive marker for cancer
has been an important goal of cancer diag-
nosis research for three decades’. Recent
advances in molecular biology promise
markers that will establish diagnosis, pre-
dict prognosis and provide insights into the
aetiology of cancer. New technologies allow
measurements of DNA and proteins to be
carried out in great detail and in large
numbers (‘high-throughput’). These
advances have made ‘discovery-based’
research — in which measurements of pro-
teins, mutations and gene expression are
made without a specific hypothesis’— fea-
sible and popular. The data generated in
this way can be used to identify specific
proteins or expressed genes that can then
be assessed as potential markers'.
Alternatively, the data might be analyzed to
derive signatures or ‘patterns’ that are then
used as the test or marker, without the need
to understand exactly which proteins or
genes account for the pattern’?.

The stakes are high for successful non-inva-
sive cancer tests, particularly for ovarian and
other cancers for which no good screening
method exists. In one prominent example, a
discovery-based ‘pattern-recognition’” serum-
proteomics approach was reported to discrim-
inate, with nearly 100% sensitivity and
specificity, people with and without cancer of
the ovary**. The same approach has been used
to identify different patterns of protein mark-
ers for other cancers, including breast® and
prostate cancers®’. Based on these promising
initial results*®, commercial groups announced
plans to market a blood test for ovarian cancer

in the first quarter of 2004”'°. However, plans
have been delayed by the United States Food
and Drug Administration''"">. A number of
concerns have been raised in scientific journals
and the lay press'®'>*2about whether results are
reproducible and effective'®!.

In the meantime, some observers have
suggested that the pattern-recognition
serum-proteomics approach is not biologi-
cally plausible because some proteins or
peptides might be too small to be biologi-
cally informative'®'® or because the original
results might be due to bias'>*. Bias can
occur if the cancer and non-cancer groups
are handled in systematically different ways,
introducing an apparent ‘signal’ into one
group but not the other. Such differences
might be introduced at several stages,
including specimen collection, handling
and storage, or during mass spec-
troscopy'”*%2. Similarly, in discovery-based
genomics research, RNA expression pat-
terns have been reported to predict the
prognosis of breast cancer?* “...better
than any available techniques”?; however,
results may have been distorted by prob-
lems in design and analysis®*®, and recently
the reproducibility of RNA expression array
results has been questioned?. Indeed, the
conduct, reporting and interpretation of
high-throughput discovery-based ‘-omics’
research is complicated enough to have
created “...a breed of ‘forensic’ statisticians,
who doggedly detect and correct” (REE. 30;
see also REFS 28,29) possible errors in
published reports.

The controversy over serum proteomics
and ovarian cancer raises questions not only
about whether discovery-based pattern-
recognition serum proteomics can diagnose
ovarian cancer (or any cancer), but, more
importantly, about the process through
which discovery-based research is designed,
conducted and interpreted"*"**. Beyond pro-
teomics and genomics, multiple new
‘-omics’ fields, with names like transcrip-
tomics, metabolomics, epigenomics and
ribonomics, will similarly be explored for
molecular markers for the diagnosis and
prognosis of cancer and of other diseases.

A previous article discussed how chance —
specifically, the problem of overfitting (BOX 1)
— can threaten the validity of molecular-
marker research®. This Perspective article
considers the even more important problems
caused by bias.

Experimental and observational design
As summarized by Hulley and colleagues, a
fundamental decision when designing stud-
ies for scientific research is “...whether to
take a passive role in the events taking place
in the study subjects in an observational
study, or to apply an intervention and
examine its effects on those events in a
[randomized] clinical trial.”** The experi-
mental (intervention) method provides
more effective ways to deal with bias than
the observational method. In clinical
research, the heterogeneity of groups stud-
ied might provide particularly problematic
sources of bias when groups of participants
differ in ways that can affect outcome. By
contrast, in a laboratory setting, the sub-
jects might be genetically-identical cell lines
or animals, and it is often possible to tightly
monitor and control the conditions that
affect outcome. Although the experimental
method cannot be used to address many
kinds of research questions, including those
concerning diagnosis and prognosis, the
methods used to avoid bias in an experi-
ment or randomized controlled trial (RCT)
can provide useful lessons about how to
avoid bias in observational research.

The central principle of an experiment,
like a RCT, involves arranging a fair and
unbiased comparison by the “..creation of
duplicate sets of circumstances in which
only one factor that is relevant to the out-
come varies, making it possible to observe
the effect of variation on that factor.”** This
principle — which can be difficult or impos-
sible to apply in observational research —
involves keeping all variables ‘equal’ between
groups, except for the agent being examined.
This principle is applied at every step of
research — design, conduct and interpreta-
tion — so that any difference between the
groups can be attributed to the agent, not to
bias. The agent in an experiment or RCT in
humans is typically a therapy, and in animals
it might be an infectious organism or an
induced mutation. Although observational
research, such as that used to study molecu-
lar markers for diagnosis or prognosis, dif-
fers from an experiment in purpose and
design, the general approach to address bias
is similar, and lessons learned from RCTs can
be applied directly to non-experimental
observational research.
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Threats to validity in clinical research
The threats to validity that affect clinical
research® fall into three broad areas: chance,
bias and ‘generalizability’. The threat from
chance, referred to as overfitting, is discussed
in REE 31 and summarized in BOX 1. The threat
from generalizability concerns to whom the
results of a comparison can be applied and is
described in BOX 1.

Bias refers to a completely different kind of
threat. Compared with threats from chance or
generalizability, bias is more difficult to
address in study design, conduct and interpre-
tation. Bias is unintentional and unconscious.
It is defined broadly as the systematic
erroneous association of some characteristic

with a group in a way that distorts a compari-
son with another group. For example, in a
study designed to assess a test’s ability to dis-
criminate groups with and without cancer, if
people in the cancer group are 70 years old
and those in the comparison group are 25
years old and if the test result depends on age,
then bias could account for an ability to dis-
criminate between the two groups. Although
this bias is obvious, many others are not. Bias
can be so powerful in non-experimental
observational research that a study should be
presumed ‘guilty’ — or biased — until proven
innocent. As noted by Cole, biasisa “...plague
upon the house of epidemiology”* and even a
single bias might result in errors sufficiently

Box 1 | Threats to validity: chance and ‘generalizability’

Chance

Chance can threaten validity by leading to erroneous conclusions in several ways. Investigators
are probably familiar with how type I error can cause the erroneous or false-positive conclusion
that there is a difference between compared groups when no difference exists. Similarly, type II
error can result in the false-negative conclusion that there is no difference when a difference does
exist. While neither error can ever entirely be avoided, a simple method to decrease their
likelihood is to increase sample size®.

Less-familiar to investigators is a problem caused by chance that can occur in discovery-based
‘-omics’ research to identify molecular markers. Called overfitting, the problem can occur when,
for example, a multivariable model designed to discover a ‘pattern’ that discriminates among
individuals with and without cancer, is made to perfectly ‘fit’ a set of data. For example, the
analysis of thousands of peaks from mass spectroscopy or of thousands of genes expressed in a
microarray can result in a model or algorithm that appears to have perfect discrimination®*%, A
problem occurs when, in assessing a large number of possible predictors, a pattern is found that
fits perfectly, but by chance. Such a model has no discriminatory ability that can be reproduced
in individuals different from those used to derive the model. Overfitting is not inherent in
molecular-marker research; it can occur in any discovery-based research that uses multivariable
analysis to assess associations between large numbers of possible predictors and an outcome.
Opverfitting can be easily checked for by assessing reproducibility in a completely independent
group of individuals®'. Overfitting remains a problem in discovery-based research mainly
because of the failure to adequately carry out such checking; only about 10% of studies
involving pattern-recognition analysis of RNA expression arrays report the independent
assessment of reproducibility necessary to check for overfitting®.

Generalizability

Generalizability, sometimes called ‘external validity’, is a separate problem and concerns to
whom the results of the comparison (for example, comparison of test results in people with
cancer and people without cancer) can be applied. The generalizability of a study depends on the
characteristics of participants and how they are selected, regarding age, gender, comorbidity,
symptom status and so on.

Typically, in the course of studying a problem over time, initial studies have limited
generalizability but are perfectly satisfactory to establish a ‘proof of principle’ and provide the
basis for later (and usually larger and more expensive) studies that assess broader
generalizability. Strong internal validity is critically important for initial studies, to avoid wasted
effort and cost in later ones. The ‘phases’ of research routinely used in drug development reflect
a step-wise consideration of several issues including generalizability®’. Phase I drug studies
typically assess dose, while Phase II studies evaluate biological activity and adverse events, often
in people who are very sick. Phase I1I studies involve individuals and outcomes that are more
representative of those for whom the therapy would be used®. The proposal that molecular
markers should be studied in ‘phases’ similarly addresses issues such as generalizability. This
proposal suggests that initial studies should involve tissues and animals, whereas later ones
involve symptomatic and then asymptomatic people®'. The proposal does not discuss bias in
detail for any of the phases; bias is simply a different topic.
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large to invalidate results. The case for a
research study’s innocence is made through
the process of design, conduct, interpretation
and reporting, as discussed below.

Biases might pose a special challenge for
laboratory researchers who are used to bio-
logical reasoning and the tightly controlled
conditions of experimental research. Such
researchers unwittingly become non-experi-
mental observational epidemiologists when
they apply molecular assays in studies of
diagnosis and prognosis®’, for which the
experimental method is not available and
for which biological reasoning might have
limited usefulness®.

The potential for bias to affect results and
interpretation cannot be addressed by a sim-
ple process in the way that adjusting sample
size can address type I or II errors. The
process is more complicated and involves
making everything equal during the design,
conduct and interpretation of a study, and
reporting those steps in an explicit and
transparent way.

Importance and difficulty of avoiding the
three threats. Chance and bias are more
important threats to validity than generaliz-
ability because they affect the fundamental
comparison — or the internal validity — of
the study, and so must be addressed in every
study. In contrast, generalizability concerns to
whom the comparison fairly applies. For
example, an experiment that compares the
results from two groups of rats that receive a
drug versus a placebo might be conducted in
a way that successfully avoids problems from
chance and bias (that is, it has internal valid-
ity), but the results might have limited gener-
alizability and not be applicable to other
strains of rats, to mice or to humans.
Problems caused by chance and general-
izability can be addressed in a conceptually
straightforward way; although logistically it
can be difficult to find sufficient numbers of
appropriate participants, at least investiga-
tors (and reviewers and editors) understand
exactly what needs to be done. By contrast,
problems caused by bias are more difficult to
address both conceptually and logistically.
First, it might be difficult to identify which
biases are important and need to be
addressed. Next, it might be difficult to
design a study in a way that minimizes
biases, to conduct measurements that check
whether biases have occurred, and to inter-
pret results by explicitly considering the
potential magnitude and impact of each bias
on results®. If this process sounds challeng-
ing, it is; large portions of epidemiology texts
and courses are devoted to understanding
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Figure 1 | Research structure of an
experiment. The research structure of the
experiment or randomized controlled trial (RCT)
illustrates sources of bias and can provide lessons
for non-experimental observational research such
as that used to study molecular markers for
cancer. The experiment or RCT is the ‘gold
standard’ research structure for which problems
caused by bias are well understood and can be
clearly addressed. The purpose of an experiment
is to determine whether an agent administered to
group A causes a different outcome compared
with group B. After participants have been
selected for inclusion, allocation to the compared
groups is done by randomization, to try to assure
baseline equality of the compared groups. The
groups are followed over time to an outcome
(subsequent state), when results are compared.
Later in a study, randomization might also be used
to avoid a different bias; for example, randomizing
the order in which specimens are analysed on a
spectroscopy machine could help avoid bias from
signal that could be inadvertently introduced by
the machine.

and addressing bias. This Perspective article,
necessarily a brief primer, advocates that lab-
oratory investigators who study markers for
diagnosis and prognosis and use methods of
observational epidemiology should, like
clinical investigators, arrange appropriate
expertise or collaboration to address these
challenges.

Principles for addressing bias in clinical
research. The schematic shown in FIG. 1
shows the structure of a RCT or experiment,
and illustrates sources of bias and how a
RCT deals with them. Participants start at a
baseline state and are followed over time to a
state at which results or outcomes are com-
pared. One group (A) receives the agent
while the other (B) receives a comparative
agent or placebo. Bias occurs if one group is
handled differently in any way other than
whether or not it receives the agent. Because
there are many potential biases and some do
not have consensus names or definitions, the

process of identifying and addressing bias is
not amenable to a simple checklist. Instead,
the process requires that investigators con-
sider the larger questions of ‘what biases
could occur and how they might be
addressed?” Useful lessons can be learned by
considering how such problems would be
handled in a RCT.

To illustrate those lessons and how the
process works, this Perspective article
describes (below) two common kinds of
bias in observational research — inequality
at baseline and unequal assessment of
results or outcomes. This general descrip-
tion is followed by examples of the details
that need to be considered in studies that
assess molecular markers.

Bias of inequality at baseline. The bias of
baseline inequality is addressed during the
design of an experiment by using the pow-
erful method of randomization to assign
individuals to the compared groups.
Because randomization sometimes does
not work, investigators involved in the con-
duct of the study typically measure and
report results of the randomization, com-
monly in the first table in a publication of a
RCT (FIG. 2). The characteristics described in
this first table include not only demo-
graphic features such as age and gender but
also others that, if unequal, might account
for different results. Deciding which char-
acteristics need to be reported requires
thoughtful consideration by investigators
about the details of the problem and tech-
nology being studied. As the study shown
in FIG.2 concerns the treatment of cancer,
the baseline characteristics chosen for the
first table in this paper include lymph-node
status, histology, oestrogen-receptor status
and previous therapy, because differences at
baseline might account for different results.
A great strength of randomization is that it
addresses not only those baseline character-
istics that can be identified, measured and
described in the first table, but it also
should address others that cannot be iden-
tified or measured. Because randomization
usually is successful, baseline inequality is
seldom a problem that requires investiga-
tors’ attention. For the example shown in
FIG. 2, the investigators reported that the
“..two groups were balanced.”* Even if
inequality occurs, it is not necessarily
important; after investigators find an
inequality and “..consider...the most likely
direction and magnitude of...impact”®, it
might turn out that a bias is judged to be
present but not important because of its
direction or magnitude.

This process illustrates the importance of
reporting results to check whether inequality
results by chance during randomization.
Thorough reporting is even more important
in observational research, where biases can-
not be addressed by powerful methods such
as randomization.

Bias of unequal assessment of results.
Randomization of groups at baseline addresses
only the bias of baseline inequality; biases that
occur elsewhere in a study must be addressed
in different ways. For example, results could be
biased if data are collected or interpreted differ-
ently in the groups being compared. If the out-
come is death from prostate cancer (as
opposed to death with prostate cancer), based
on interpreting clinical and autopsy data, the
interpretation of cause of death might be
unequal or biased if investigators know an
individual’s treatment group. To try to avoid
this bias, investigators might be kept ‘blind’ to,
or unaware of, an individual’s treatment group
during data collection, analysis and interpreta-
tion. In a RCT, this process too is reported; the
Consolidated Standards of Reporting Trials
(CONSORT) guidelines for reporting conduct
of RCTs suggest describing “Whether or not
participants, those administering the interven-
tions, and those assessing the outcomes were
blinded to group assignment. When relevant,
how the success of blinding was evaluated.”*
Not all biases are important in all studies. For
example, if an outcome is assessed in a totally
objective manner, such as the status of alive or
dead, then biased ascertainment is less of a
problem than if the outcome were cause of
death, which involves the subjective interpreta-
tion of clinical and laboratory data. In observa-
tional research, making an effort to avoid this
kind of bias where possible, and reporting that
effort, is even more important than in a RCT,
where bias might be more easily avoided.

Prospective design might help to minimize bias.
Because RCTs are ‘prospective’ — the study is
planned before occurrence of the phenomena
that become the data— it is possible to apply
methods such as randomization and blinding
in order to avoid bias. In observational
research, randomization to assure baseline
equality cannot be carried out; however, other
methods can sometimes be used to address
bias in design and conduct. It is beyond the
scope of this article to discuss details of experi-
mental versus observational and prospective
versus retrospective research. The point is that
the prospective, uniform, blinded collection of
data might be unfeasible or even impossible, so
that investigators must routinely conduct
research that is less than ideal.
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Said another way, methods like random-
ization and blinding are not ends in them-
selves but rather are a means to an end: mini-
mizing erroneous conclusions based on
biased results. That end may be reached in

other ways. When randomization at baseline
cannot be done, inequality might be addressed
by inclusion and exclusion criteria that select
otherwise homogeneous groups, or by using
stratification to minimize heterogeneity

Table 1. Base-Line Characteristics of the Patients and Tumors and Primary Treatment.®

Variable
Demographic characteristics
Age—yr
White race — no. (%)
Nodal status — no. (%)
Negative
1-3 Positive nodes
=4 Positive nodes
Positive, but no. of nodes missing
Unknown
Missing data
Histologic type — no. (%6)
Infiltrating ductal
Infiltrating lobular
Other
Unknown
Missing data
Estrogen-receptor status — no. (%) 1
Positive
Progesterone-receptor positive
Progesterone-receptor negative
Progesterone-receptor status unknown or missing
Negative
Urknown
Missing data
Progesterone-receptor status — no. (%)
Positive
Negative
Unknown
Missing data
Type of surgery — no. (%)
Mastectomy
Breast-conserving
Unknown
Missing data
Previous chemotherapy — no. (%)
Yes
No
Missing data
Previous hormone-replacement therapy — no. (%)
Yes
No
Urknown
Missing data
Duration of tamoxifen therapy at randomization — yr
Median
Interquartile range
Tamaxifen dose — no. (%)
20mg
I0mg
Missing data

Exemestane (N=2362) Tamaxifen (N=2330)
64.3:8.1 64.2:3.2
2308 (97.7) 2325 (97.7)
1211 (51.3) 1211 (50.9)
715 (30.3) 706 (29.7)
321 (13.6) 330 (13.9)

5(0.2) 9 (0.4)
24 (3.6) 96 (4.0)
26 (1.1) 23 (1.2)
1814 (76.8) 1871 (78.6)
346 (14.6) 327 (13.7)
172 (7.3) 156 (6.6)
3(0.1) 1{<0.1)
27 (L1) 25 (L1)
1917 (81.2) 1936 (81.3)
1312 (55.6) 1307 (54.9)
151 (14.9) 384 (16.1)
254 (10.8) 245 (10.3)
26 (1.1) 33 (14
393 (16.9) 392 (16.5)
21 (0.9) 19 (0.8)
1320 (55.9) 1313 (55.2)
360 (15.2) 395 (16.6)
659 (27.9) 653 (27.4)
23 (1.0) 19 (0.3)
1222 (51.7) 1235 (51.9)
1116 (47.2) 1123 (47.2)
3(0.1) 2(0.1)
21 (0.9) 20 (0.8)
766 (32.4) 765 (32.1)
1575 (66.7) 1596 (67.1)
21 (0.9) 19 (0.8)
567 (24.0) 557 (23.4)
1723 (72.9) 1747 (73.4)
51 (2.2) 54(2.3)
21 (0.9) 22 (0.9)
24 24
21-27 2.1-2.7
2243 (95.0) 2270 (95.4)
77 (33) 76(3.2)
42(18) 34(1.4)

* Plus—minus values are means +SD, Patients with missing data had no value reported for a given variable; for patients in

the “unknown” category, data were reported as unknown.

{ Data for positive and negative estrogen-receptor status include retrospectively ascertained status for some patients

whose status was unknown at randomization.

Figure 2 | Checking to see whether randomization was successful. Investigators report the results
of randomization to see whether baseline characteristics of the compared groups were made equal
by randomization. Typically, these results become the first table in a report of a randomized
controlled clinical trial. The table above includes demographic, clinical and other features that, if
unequal, might affect the outcome. For this study, the authors wrote: “The two groups were balanced
with regard to base-line characteristics.” Analogous detail is seldom provided in observational
studies of molecular markers for diagnosis and prognosis, even though problems due to bias in such
studies are much more difficult to manage than in randomized controlled trials. Table reproduced
with permission from REE. 39 © (2004) Massachusetts Medical Society.
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between compared groups. Similarly, if blind-
ing cannot be done during the interpretation
of an assay, then rigorous explicit operating
procedures might help to minimize bias. In a
retrospective study, where the phenomena
that form the data occur before the study is
planned, it might still be possible to apply ran-
domization and blinding to some aspects of
the study. For example, suppose a new type of
mass-spectroscopy machine is applied to
analyse a sample of previously collected stored
specimens. If the spectroscopy pattern ‘wan-
ders’ over time so that the machine can inad-
vertently introduce a signal into the data, it
might be possible to avoid bias from this
source by randomizing cancer and non-cancer
specimens with respect to the time of analysis.
Randomization at this step addresses bias in
specimen analysis but does not address other
biases. If the cancer specimens had been stored
10 years longer than non-cancer specimens,
then a bias resulting from serum changes
caused by storage will be ‘hard-wired’ into the
data and not addressed by efforts to avoid bias
in application of a new assay. In other words,
randomization at such a point in a study
might be useful (and the study might be called
‘randomized’) but would deal with only one
bias. Biases do not have to be managed per-
fectly, but they must be considered explicitly
and the process reported clearly, enabling
investigators, reviewers, editors and readers to
interpret the strength of a study’s results.

Challenges to addressing bias. Although the
word ‘bias’ is singular, there are many potential
biases, and each might require specific consid-
eration during study design and conduct. Some
biases are straightforward to identify and
address, but others are subtle. The identification
and management of biases that occur in RCTs
have taken decades and have been based on trial
and error. In an early effort to understand bias
in case—control research — a particularly prob-
lematic kind of observational research — an
international conference*! catalogued over 50
different biases*.

In addition, while some biases are
straightforward to identify and measure,
others can be identified but not measured.
As one observer has noted, “Even when such
biases can be identified, their magnitude —
and sometimes even their direction — can
be nearly impossible to assess.”*® (The
process of trying to ‘adjust for’ bias in analy-
sis is an entirely different subject, fraught
with major difficulties.) For example, in a
non-randomized observational study of a
therapy (with the same structure as the
study outlined in FIG. 1, except there is no
randomization), the assessment of baseline
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Table 1 | How bias is addressed in experimental and observational studies

Involving people
Experimental study (for example, randomized controlled trial)

Involving specimens

Arrange for uniform (and, if possible, blinded) collection, handling and
analysis of specimens

Check to see whether uniform handling occurred and whether
blinding was successful

If groups are unequal, discuss direction, magnitude and
potential impact of bias

Design Randomize allocation to compared
groups at baseline

Conduct Measure and report baseline
characteristics of groups

Interpretation If groups are unequal, discuss direction,
magnitude and potential impact of bias

Observational study

Design Avoid heterogeneity in selection; or
stratify subjects in a way that
minimizes differences between groups

Conduct Measure and report baseline
characteristics of groups

Interpretation Discuss possible biases and their
direction, magnitude and potential impact

Example Subjects in one group are old and have

multiple illnesses; subjects in the
comparison group are young and healthy

impact

Find specimen groups that have minimal differences; or, where
possible (and it is usually not), arrange for uniform and blinded
collection, handling and analysis of specimens

Measure and report details of how specimens in each group were
collected, handled and analyzed

Discuss possible biases and their direction, magnitude and potential

Collection: blood specimens for the cancer group, from clinic
number 1, sit for 6 hours before being separated and frozen;
specimens for the non-cancer group, from clinic number 2, are

immediately separated and frozen

Handling: cancer specimens have been thawed and
refrozen five times; the non-cancer specimens only once

Analysis: cancer and non-cancer groups are analysed on different
days; if the machine ‘wanders’ over time, ‘signal’ may inadvertently
become introduced into the data

The table illustrates a general approach to the problem of bias and is not comprehensive. For description of the kinds of details that investigators must consider, see text.

equality ideally requires recording and cate-
gorising the reason for ‘assignment’ to one
treatment group instead of another.
Physicians typically make the decision to
assign a patient to one group or another, but
the reason is rarely explicit in a patient’s
chart. In a non-randomized study of cancer
therapy, the observation that patients receiv-
ing radiation therapy have worse survival
than those receiving surgery might be
accounted for by the physicians’ systematic
assignment of very sick patients, who have
little chance for cure, to less-invasive radia-
tion therapy. In a more subtle and high-pro-
file example, the observation that patients
who received transurethral prostatectomy for
benign prostatic hypertrophy had worse
long-term survival than those who had open
prostatectomy* could be accounted for by
the selection of sicker patients for the less
invasive procedure. In that study, the ‘reason’
for assignment could not be directly assessed,
and the question of whether baseline charac-
teristics indicating degree of ‘sickness’ had
been successfully measured and adjusted for
was the subject of discussion in the original
report®, an editorial* and subsequent analy-
sis®. An entire field of research now concerns
how to conduct ‘comorbidity adjustment’ —
which accounts for the effects of concomitant
but unrelated disease — and whether that
adjustment can be successful, reflecting
the difficulty in identifying, measuring

and adjusting for inequality at baseline in
observational research*¢*’.

An entirely different bias, occurring later
while ascertaining the results of a study, might
explain why oestrogens appeared to lower the
risk of coronary artery disease in observational
cohort studies, whereas subsequent RCTs
showed that oestrogens raise the risk*®*.
Although several explanations could account
for the difference in results of these observa-
tional studies and RCTs — including a biolog-
ical explanation that the use of hormones
induces early coronary artery disease in per-
sons who, in an observational study, would
not be included in the study population —
one possibility is that biased ascertainment of
cause of death might have occurred if investi-
gators preferentially attributed coronary artery
disease as the cause of death for people not
taking oestrogens™.

Bias in molecular-marker research

Addressing bias during the investigation of
molecular markers involves the same process
as the experimental method shown in FIG. 1
and discussed above, but is not as straightfor-
ward. For example, in order to select partici-
pants for studies of diagnostic tests, several
different approaches can be used (and these
cannot be as readily displayed as those in the
figure), each of which might be associated with
different problems. Individuals might be
selected for study before they receive the test

that is being assessed and before it is known
whether they have the disease, and every
participant receives the same evaluation for the
test and disease. Alternatively, participants
might be selected once they are known to have
the disease. Different kinds of biases can occur
in these different situations. However, in spite
of these differences, the same principle —
assuring equality — can be applied to the
design, conduct and interpretation of the stud-
ies. The examples shown in TABLE 1 do not pro-
vide a comprehensive list of biases but illustrate
how the same principle is used to address bias
in experimental and observational studies.

The details of biology and technology affect
which biases might be important. The kinds
of bias that can occur in molecular-marker
research depend, as for other research, on spe-
cific details of the biology and technology that
is being assessed. For example, in a study
designed to evaluate the ability of pattern-
recognition serum proteomics to diagnose
cancer, an investigator’s knowledge of the biol-
ogy of cancer and proteins will suggest specific
possible important biases. Specifically, proteins
are known to vary widely in different individ-
uals because of variables such as age, gender,
medications and the presence of various dis-
eases; or they might be affected by methods
of specimen collection or handling, such
as the length of time until blood separation
and freezing.

146 | FEBRUARY 2005 | VOLUME 5

www.nature.com/reviews/cancer



Table, STARD Checkdist for the Reporting of Studies of Diagnostic Accuracy*

Section and Topic Item #
TITLE/ABSTRACT /KEYWORDS 1

Identify the articke as a study of diagnostic accuracy (recommend MeSH heading ‘sensigvity
and specicity’),

INTRODUCTION 2 State the ressarch questions or study alms, such as estimating diagnostic acouracy or

comparing accuracy between tests of acioss participant groups.
METHODS Describe

Participants 3 The study population; The inchusion and exclusion criteria, setting and locations where the
data were collected.

4 P Was results from
mmuhmmtmmmmmnmmmn

reference standard?

5 Duldpulﬂmw.n study defined
by the ﬂmcﬁmmmimﬂlfmmmmsmm

& Data collection: Was data collecton planned befiore the index test and reference standard
were performed (prospective study) o after (rtospective study)?
The reference standard and its rationale.

Test mathods 7

a Technical specifications of material and methods involved Including how and when
measurements were taken, and/or cite references for index tests and reference standard,

9 Desfinition of and rationale for the units, cuoffs, and/or categonies of the rsults of the
Iindex tests and the refarence standard

10 mmmm:mﬂmmamm‘gMnnumM:us
and the reference standard

1" ‘Whether or not the readers of the index tests and reference standard were blind (masked)
1o the rewlts of the other test and describe amy other dinical information avadlable to the
readers.

Methads for of di accuracy, and the statistical
mmmmumu; gsnmmmwn

13 Methods for caloulating test reproducibility, If done.
RESULTS Raport
‘When study was done, inchuding beginning and ending dates of recrutment.

of the study
oy,

15 Clindcal and hic ch
16 The number of participants satkfying the criteria for inclusion that did or did not undergo
the index tests and/or the reference standard; describe why participants falled o rcsive
either test (a flow dlagnm k strongly recommended).
Time nterval from the index tests to the refersnce standard, and any teatment
administerad between.

(e.g., age, sex, pectrum of
rultment cantes).

Tast results 17

18 mmdmﬁmmﬂ».nmummhwmaﬂm
diagnoses in participants without the target condition.

19 ammuwnunudummam|mmumunu
results) by the results of the reference standard; for continuows rsults, the distibution of
the test results by the mesults of the efersnce standard.

20 Any adverss events from performing the index tests or the reference standard.

Estimates of db (eg. 95%
onfidence ntervals).

2 How indetemminate results, missing responses, and outliers of the Index tests were handled

23 Estimates of vanability of diagnostic accuracy between subgroups of participants, readers or
aenters, If done.

24 Estimates of test reprodudibility, if done.
DISCUSSION b Discuss the clinical applicability of the study findings.

Estimates i accuracy and of

* MeSH = Medical Subjecr Heading; STARD = Sundards for Reporting of Diagnostic Accuncy.

Figure 3 | Guidelines for reporting studies of diagnostic accuracy. Guidelines for reporting the
methods and results of studies of diagnosis help to provide transparency but do not specify the details
of design and conduct that must be addressed in any particular study. Such details, often specific to
features of the biology and technology studied, must be identified and addressed by the investigator.
Table reproduced with permission from REE. 52 © (2003) American College of Physicians.

Not all kinds of bias are equally important
for every cancer and every technology.
Expected biases might be different for different
cancers or technologies. In a study to predict
cancer prognosis using RNA expression, results
might be affected by the process of specimen
collection, for example if cancer tissue comes
from patients under general anesthesia while
non-cancer tissue comes from outpatients. In
contrast, in a study measuring DNA muta-
tions, specimen handling might be less impor-
tant as a source of bias because DNA is much
more stable than proteins or RNA.

Status of current efforts to avoid bias. As
problems of bias in observational studies of
molecular markers are more difficult than
experimental studies, it might be expected
that investigators routinely provide (and
that reviewers and editors routinely expect)
detailed description and discussion of the
possible biases that could seriously or
fatally compromise a study’s results and
conclusions. However, the amount of detail
typically provided in Methods, Results and
Discussion sections is often meagre and
perfunctory, along the lines of ‘subjects con-

PERSPECTIVES

sisted of 100 consecutive cancers and 100
controls’ and ‘all specimens were stored at
minus 80 degrees.’ It is rare that the level of
detail that is reported approaches the level
provided in the first table of reports of RCTs
(FIG.2). Considering bias in such detail might
be a new experience for many laboratory
investigators, because heterogeneity and bias
are far less problematic when the groups
compared comprise genetically-identical
animals or cell lines, or when the ascertain-
ment of outcome in a laboratory setting can
easily be carried out in a uniform and
blinded manner. By contrast, studies of
“free-living human beings”®* necessarily
involve multiple sources of bias.

Role of guidelines for reporting research.
Guidelines for research, such as those out-
lined by the CONSORT for RCTs***'and the
Standards for Reporting of Diagnostic
Accuracy (STARD) initiative for studies of
diagnostic tests’>**, do not concern details of
design but instead relate to the thorough-
ness and transparency of reporting. The
Minimum Information About a Microarray
Experiment (MIAME) guidelines address the
reporting of technical details of how assays
are done*, and guidelines proposed for
research about tumour markers for prognosis
also address reporting (L. M. McShane et al.,
manuscript in preparation).

Guidelines for reporting studies about
diagnosis, such as the STARD guidelines
shown in FIG.3, are useful because they help to
provide transparency, but they cannot pre-
scribe exactly which details need to be made
transparent. Instead, they suggest places for
researchers to look’ for potential bias. It is then
up to the researcher to determine the details,
which are often specific to the biology and
technology of the study, that must be
addressed during design and conduct. In the
STARD guidelines, bias could be related to fea-
tures reported in items 3, 4, 6,8, 11 and 15.
Item 8, for example, suggests that investigators
report “...how and when measurements were
taken.” However, this guideline does not, nor
could it be expected to, specify that the mea-
surements relevant to a pattern-recognition
serum-proteomics assay might include details
of timing from blood collection to separation
and freezing, the duration that specimens have
been stored or the numbers of thaw—freeze
cycles. Guidelines for reporting cannot replace
the thoughtful reflection and insight of an
investigator who explicitly considers: what are
all the possible systematic differences between
compared groups that could explain the
results; what measurements could be checked
to see if those biases occurred; and, based on
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those measurements, can the direction and
magnitude of possible biases be estimated,
along with their impact on results and inter-
pretation? This kind of detailed considera-
tion should be provided by authors and
expected by reviewers and editors, and it
needs to be reflected in every step of
research, from design and methods to
results, analysis and interpretation.

Approaches that do not avoid bias
When considering approaches to address
bias, it is also worthwhile to identify
approaches that, while they might be good
working practices for other purposes, do not
address bias.

Large sample size. Using a large sample size
does not directly address bias, although it can
reduce statistical uncertainty by providing a
smaller confidence interval around a result.
Small studies done well can effectively answer
important questions and demonstrate a ‘proof
of principle’ about a molecular marker™. The
essential feature of such a study is design that
minimizes problems from chance and bias
and discussion that appropriately considers
possible shortcomings.

Demonstrating reproducibility. Demon-
strating reproducibility does not assure against
bias. In a study of serum proteomics, if a
group of specimens is split into training and
validation sets, a difference in the collection or
handling of specimens could cause signal or
bias to become hard-wired into the datain a
way that would be reproduced in the valida-
tion set. Demonstrating reproducibility would
exclude chance (that is, overfitting) as a cause
of discrimination but would not exclude bias.
Even demonstrating reproducibility in multi-
ple centres or multiple studies might not
address bias. The reduction of coronary
artery-disease risk by oestrogen was repro-
duced in several large high-quality non-ran-
domized observational studies before RCTs
showed that oestrogens increase risk. As Dave
Sackett famously said, “Bias times 12 is still
bias”*. Non-reproducibility might indicate
that bias could be a problem if there is no
alternative explanation such as differences
between participants or technical details, but
assessing reproducibility does not itself pro-
vide a direct, efficient or reliable means to
address bias.

Prospective design. Although prospective
design does not itself address bias, it does
provide the opportunity to apply methods
that do address bias, such as the blinding of
investigators and the uniform handling of

participants, specimens and data. In reality
however, prospective studies with the uni-
form and blinded handling of specimens are
expensive and can be unfeasible. In a study to
assess the ability of stool DNA to detect col-
orectal cancer and in which prospective
design provided uniform, blinded handling
of specimens and assays, over 5,000 partici-
pants were enrolled to find 31 invasive colon
cancers, at a cost of over 10 million US$ (REE
56). A large RCT designed to assess an inter-
vention can sometimes be used as a basis for
additional studies about diagnosis, aetiology
or prognosis. The prostate, lung, colon, ovary
(PLCO) clinical trial of cancer screening,
which is being conducted by the National
Cancer Institute in the USA, involves a quar-
ter-century of work, over 150,000 individuals
enrolled at 10 screening sites, a central field
collection coordinating centre and a data-
analysis and support centre”’. Even with such
an infrastructure, the addition of a high-
quality biorepository for serum and tissue
has involved substantial further effort and
expense. The PLCO biorepository is likely to
provide an extraordinarily valuable resource
to assess molecular markers for diagnosis and
prognosis, but the effort to create this, or any
high-quality prospective blinded ‘database,
requires huge resources and commitment.
Such efforts will typically be feasible only in
‘late-phase’ clinical trials and in focused
research that addresses specific questions
based on promising preliminary data, similar
to efforts in research about drug therapy.

Statistical analysis. Statistical analysis of col-
lected data cannot solve fundamental prob-
lems of design; if bias is hard-wired into data
by faulty design or conduct, then statistical
analysis or data-mining cannot eliminate bias.
Yet scientists sometimes seem infatuated by the
power of such analysis. The issue, as Breslow
notes, concerns “..the fundamental quality of
the data, and to what extent are there biases in
the data that cannot be controlled by statistical
analysis[.] One of the dangers of having all
these fancy mathematical techniques is people
will think they have been able to control for
things that are inherently not controllable.”*®

Conclusion

Of the three threats to validity in clinical
research, the problems caused by chance and
bias must be minimized in every study
because they compromise internal validity —
the fundamental comparison between the
groups. Of the three threats, bias presents the
greatest difficulty at every step of design, con-
duct and interpretation. Some biases are
relatively well understood, but many are

subtle. The presence of even one bias,
whether clear or subtle, recognized or not,
can be fatal. In current molecular-marker
research, problems related to bias are widely
ignored by investigators, reviewers and edi-
tors. Simple and straightforward processes
— such as the consideration of equality
regarding characteristics of individuals,
specimen collection, handling and storage
— could go a long way towards improving
the situation. Without such attention, mole-
cular-marker research is likely to generate
erroneous conclusions, many of which could
be avoided by using appropriate design and
interpretation. Guidelines for reporting
research results provide a positive first step
by raising general awareness and encourag-
ing the transparency of reporting. However,
no guideline can replace an investigator’s
insight and reflection in considering and
addressing possible sources of bias in every
step of research, from design and methods to
results, analysis and interpretation.
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